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Abstract. The strategies of the sit-to-stand movement
are investigated by describing the movement in terms of
the topology of an associated phase diagram. Kinematic
constraints are applied to describe movement sequences,
thus reducing the dimension of the phase space. This di-
mensional reduction allows us to apply theorems of topo-
logical dynamics for two-dimensional systems to arrive at
a classi�cation of six possible movement strategies, dis-
tinguished by the topology of their corresponding phase
portrait. Since movement is treated in terms of topologi-
cal structure rather than speci�c trajectories, individual
variations are automatically included and the approach
is by nature model independent. Pathological movement
is investigated, and this method clari�es how subtle ab-
normalities in movement lead to di�culties in achieving
stable stance upon rising from a seated position.

Key words: Sit-to-stand { Movement { Physical ther-
apy { Nonlinear dynamics { Topology

1 Introduction

The most de�nitive statement that can be made about
human movement is that variation is the rule. Not only
are there obvious di�erences in the shapes and sizes of
individuals, but everybody has their own unique style
of movement as distinctive as their personality. Further-
more, each individual will never repeat exactly the same
movement from trial to trial. The myriad of factors that
inuence these variations are too numerous to control, so
we are forced to seek approaches in our study of human
movement which are robust under variations of control
parameters. In the following, one such approach is de-
veloped in which many variations may be captured in
a single picture, yet the distinctive di�erences between
various styles and strategies used in the performance of
a given task can be determined. In order to take this ap-
proach, we must apply techniques used in the study of
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nonlinear systems. Here it is advantageous to introduce
topological concepts into the study of human movement
control in order to classify distinct strategy choices that
follow from the biomechanics. Once the strategies are
determined, it is up to the nervous system to select the
appropriate movement for a given situation. In our de-
velopment of this approach we focus on the sit-to-stand
movement for a concrete example, yet it should be under-
stood that the methods developed here may be usefully
applied to many movement di�erent studies.

The study of movement has been fraught with di�-
culties throughout its history. The major reason for this
arises from the nature of adaptive biological systems:
By controlling variables in experimental investigations,
one �nds that important components of the functioning
system are lost. It seems that one must understand the
system as a whole before manipulations can be chosen
that get clean results. Yet it is this understanding of
the whole system that we strive for in the �rst place, so
we �nd ourselves trying to pull ourselves along by our
boot straps. The situation has led to the development of
several di�erent conceptualizations of biological systems
and their interaction with their environment.

The most prominent approach in recent years has
been a cybernetic metaphor in which the body is treated
as a machinewhich receives sensory inputs and generates
motor outputs. Of course, since movement alters the sen-
sory �elds, in the language of cybernetics sensorimotor
control involves a feedback loop. The \control" task is
given to the central nervous system which calculates and
adjusts the relevant parameters to accomplish a given
task. Di�erences among research groups arise in the dis-
cussion of which parameters are dominant in the control
system. Proponents of the equilibrium point hypothesis
(Asatryan and Feldman 1965) emphasize the endpoints
of a movement, where muscle action and mass consider-
ations create a potential well with an equilibrium point
that determines the stable �nal position. Whether this
equilibrium position is the parameter controlled by the
nervous system, or simply the physical result of some
other control mechanism remains di�cult to test exper-
imentally.
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An alternative approach posits that the nervous sys-
tem performs inverse dynamics { a calculation of the
forces needed to accomplish a given task { and then
sends the appropriate impulses to the muscles to pro-
duce those forces (Hollerbach and Atkeson 1987). This
idea is well adapted to the machine model of biologi-
cal systems, and lends many insights into the study of
robotics. A common counter-argument in biological sys-
tems is that an inverse dynamical strategy would require
too great a calculating load on the nervous system to ac-
curately manipulate a multilinked body with all of the
nonlinearities that are involved in motor control.

Increasing the computational load of either of the
above proposals are complications arising from the in-
herent nonlinear couplings between joint torques. Fur-
thermore, physiological studies have shown that there
is a complicated relationship between the length of any
muscle and the resultant torque on the relevant joints,
as well as hysteresis e�ects from fatigue caused by re-
cent use of the muscles in question and stretching of
muscles and tendons. Detailed encoding in the central
nervous system of these and other factors would be nec-
essary for the production of accurate large movements.
The system may reduce this load by sacri�cing accuracy
and linearizing much of the calculation (Flanders et al.
1992). The approach of linearization works �ne for small
movements, but in large movements the contribution of
nonlinear component becomes important enough that it
would be advantageous to incorporate these elements in
the movement strategy itself. Greene (1972) proposed
that one needs accuracy only near the endpoints of a
movement, where elsewhere in a large movement a \ball
park" estimate su�ces without involving the �ne details
of biomechanics in the strategy.

The purpose of this work is to open a means to in-
clude the natural, large nonlinearities, and address the
issue of the accuracy required to accomplish a large, goal-
oriented movement such as rising from a seated position.
The sit-to-stand movement is an important movement
for patients to master in rehabilitation after stroke or
trauma. One can expect that a better understanding of
the physics of sit-to-stand could have direct therapeutic
applications. In spite of the importance of the movement,
experimental studies have been comparatively few. One
of the reasons for this is the di�culty in establishing ex-
perimental paradigms which yield unambiguous results.

Unlike studies of small postural adjustments, inves-
tigations of sit-to-stand must contend with the broad
individual variations that can be overwhelming in large
movements. When correcting for small perturbations
about an equilibrium position, such as in small postural
adjustment studies, there are really not many choices of
postural strategies available. Due to the linear nature of
the problem, small variations of a given strategy will not
lead to a marked di�erence in the outcome. In contrast,
large movements such as sit-to-stand are essentially non-
linear so that small variations may lead to widely di-
vergent results. We shall see that this also implies that
there will be several strategies available to accomplish
the same task.

The sit-to-stand studies of Jones, et al. (Jones and
Hanson 1961; Jones et al. 1963) have emphasized these
individual di�erences, an aspect which seems to be lost
in many of the more recent studies. For instance, in
(Jones and Hanson 1961) a signi�cant di�erence was ob-
served in how far subjects would dip their heads down as
they leave the seat. While the head trajectories of some
would follow a U-shaped course to build forward mo-
mentum in the movement, others would make more use
of their arms by swinging them forward to build momen-
tum, and their heads would hardly dip at all. Follow-up
studies showed that these individual characteristics re-
mained consistent from trial to trial over the course of
several months, emphasizing the individual style of each
subject. On the other hand, in studies such as (Kelly et
al.1976) it is stated that there are \more similarities than
di�erences" in the motion and EMG patterns for sit-to-
stand, yet (Arborelius et al.1992) note widely divergent
EMG patterns. One explanation for these di�erences in
results is the di�culty of the study itself as pointed out
in (Miller et al. 1989). There is also the fact that di�erent
research groups have concentrated on di�erent applica-
tions such as chair design (Arborelius et al.1992; Bur-
dett et al. 1985; Fleckenstein et al. 1988; Rodosky et al.
1989; Wheeler et al. 1985), or development of therapy
methods (Doorenbosch et al. 1994; Francis et al. 1988;
Jeng et al. 1990; Nuzik et al. 1986; Pai and Rogers 1990;
Roebreck et al. 1994; Schenkman et al. 1990). The di�er-
ences in methods and analysis make comparison di�cult
and results may appear contradictory. We would like to
o�er some order to this confusion by investigating the
nonlinear physics of the movement. We will identify the
essential features of sit-to-stand in hopes of encouraging
further experimental research.

Another likely reason for disagreement in experimen-
tal results is the di�culty in understanding nonlinear
behavior itself. By nonlinear we mean here that small
di�erences in the initial conditions can result in large
variations of the outcome. Since many aspects of life and
the physical world are nonlinear, a deeper understanding
of any large movement such as sit-to-stand will help us
in approaching other questions of movement in general.
In order to approach such potentially complicated prob-
lems it is helpful to take a global view of the phenomena.
As an analogy, one may consider the problem of space
ight1. Suppose that we want to go to the moon. The
straightforward approach is to keep sending up rockets
higher and higher and measuring their trajectories. From
our modern viewpoint we realize that without a clear
understanding of orbital mechanics we will never reach
the moon by careful measurements of individual rockets
launches. A global understanding is required which views
the overall pattern of trajectories that rockets will take
in the earth-moon system. An observation relevant to
our study is that we can send a rocket to the moon and
back even though the multibody problem is unsolvable
in closed form. One should not equate nonlinear with
non-understandable. The richness of the nonlinear world

1 We would like to thank Dr. Owen Black for suggesting this
example.
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leaves many avenues open to explore, and although the
information that may be obtained by the methods pre-
sented here do not contain the precision of closed form
solutions, nonetheless this information illuminates the
range of movement options. It is in this spirit that we
approach the problem of human movement.

Our purpose is to show how to link the biomechanics
of movement to topological aspects of dynamics. This
approach may therefore be termed topological biome-
chanics. The goal is to determine the possible movement
strategies rather than compute the exact joint torques
necessary for a speci�c movement. Approximate equa-
tions of motion are used as a starting point to identify
�xed points in the phase space from which one may de-
termine a set of topologically distinct pictures of the dy-
namics in the phase space. We then �nd di�erent styles
and strategies of sit-to-stand which �t these pictures.
The classi�cation of movement in terms of topologically
distinct pictures allows for broad individual variations,
yet can distinguish healthy movements from patholog-
ical, at least pathological in the sense of di�culty in
accomplishing the task of rising from a chair to stable
stance. In the next section we introduce our descrip-
tion of movement in terms of a constrained Hamiltonian
system. The derived equations of motion form merely a
starting point for further analysis using geometric meth-
ods of topological dynamics. Section 3 contains our main
results, in which the essential topological structure of
the equations of motion from Section 2 is used to clas-
sify the structurally stable phase portraits of the sit-
to-stand movement. The necessary theorems and meth-
ods of topological dynamics are introduced. The section
with examples of sit-to-stand movement strategies which
correspond to our classi�cation. We conclude in Section
4 with a discussion of the advantages and limitations
of this approach, and address potential applications to
physical therapy and rehabilitation.

2 Description of movement

In order to form a broad base to describe movement we
will include not only the kinematics, but the dynamics
as well. Since there is some ambiguity in the usage of
these terms, we de�ne kinematics as the purely geomet-
ric aspects of the movement, while dynamics include the
momenta and forces involved in the movement. Consid-
ering the dynamics extends the parameter space from
purely spatial coordinates to include the momenta. The
reason for doing this is twofold:Momentum is important
for the sit-to-stand movement since there may be phases
of the movement that are statically unstable. Secondly,
a phase space description allows one to take advantage
of theorems from the study of nonlinear dynamics, thus
resting the analysis upon well established foundations.

The natural approach to describing a mechanical sys-
tem in terms of position and momentum variables is to
derive Hamilton's equations of motion. Since Hamilto-
nian systems are conservative by de�nition, it may be ar-
gued that this application is rather unrealistic in the con-
text of driven and damped biological systems. However,

the Hamiltonian approach forms a good starting point
fromwhich we may develop a general framework because
dissipative systems can be regarded as perturbations of
Hamiltonian systems (Guckenheimer and Holmes 1983).
Since the aim is not to construct a speci�c model of
the sit-to-stand movement, but investigate the pattern
of the movement, Hamiltonian system are useful to yield
a \saddle point" between structurally stable regions in
the space of dynamical systems. Instead of modeling the
speci�c action of speci�c muscles, we assume that the ac-
tion of the neuromuscular system establishes functional
relationships between joint angles which appear in our
equations in the form of kinematic constraints. Here we
do not attempt to answer questions as to how these con-
straints are implemented, whether by preset habits and
reexes, or through sensorimotor feedback. It might be
added that upon establishing the family of constraints
necessary to accomplish a speci�c task, the underly-
ing neurophysiology may then be probed by observing
changes in the constraints due to perturbations of envi-
ronmental factors or neurological de�cit.

2.1 Constrained Hamiltonian dynamics

Imposing constraints on a system is simply
another method of stating that there are forces
present in the problem that cannot be speci�ed
directly but are known rather in terms of their

e�ect on the motion of the system.
H. Goldstein, Classical Mechanics (1980)

In order to apply constraints to a dynamical system,
there are several approaches that we may take. If we are
interested in the constraint forces we may use Lagrange
multiplier techniques (but see (Arnold 1989, p. 96) for
ambiguities associated with this). Dirac has developed a
method for applying constraints to Hamiltonian systems
(Dirac 1950) which may be used for more complicated
constraints than those we investigate here. A straight-
forward approach is taken here by simply eliminating
variables at the onset and then derive Hamiltonian's
equations of motion in terms of the remaining degrees
of freedom.

The starting point will be an inverted double pen-
dulum (Hemami and Jaswa 1978; McCollum and Leen
1989) in which the �rst link is extendable (see Fig. 1).
The canonical variables can easily be derived from the
Lagrangian of the system after the constraints are ap-
plied even though the form of the variable may be quite
non-trivial. The Lagrangian for the system may be writ-
ten as (Marsden and Scheurle 1993)

L(q1;q2; _q1; _q2) =
m1

2
j _q1j

2 +
m2

2
j _q1 + _q2j

2 (1)

�m1gq1 � ŷ �m2g(q1 + q2) � ŷ;

where q1 and q2 are vectors describing the pendulum
links, ŷ is the vertical Cartesian basis vector, and _q1 =
d=dt(q1). We convert to polar coordinates in the sagittal
plane using the relations:
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Figure 1. De�nitions of variables. The vectors q1 and q2 de�ne
the positionsof the massesm1 andm2 of the double pendulum,and
m2 sits at the center of mass of the trunk. The length ` is constant
and r is variable. The Cartesian basis vectors are x̂ and ŷ. The
angles of the segments with respect to the vertical are given by �1
and �2.

q1 = r sin(�1)x̂ + r cos(�1)ŷ

q2 = ` sin(�2)x̂ + ` cos(�2)ŷ; (2)

where ` is a constant. In these variables the Lagrangian
takes the form,

L(r; �1; �2; _r; _�1; _�1) =

1

2
(m1 +m2)( _r

2 + r2 _�2
1
) +

1

2
m2`

2 _�2
2

+m2( _r` _�2 sin(�1 � �2)) + r` _�1 _�2 cos(�1 � �2)

�(m1 +m2)gr cos �1 �m2g` cos �2: (3)

At this point one could de�ne the conjugate momenta
corresponding to the above con�guration variables, con-
struct the Hamiltonian, and derive Hamilton's equations
of motion, but this would tell little about the sit-to-stand
problem. The above Lagrangian corresponds to nothing
more than a free massless rod in a gravitational �eld
with masses m1 and m2 attached to either end. In or-
der to describe a sit-to-stand movement we must con-
strain the variables. In our choice of coordinates, r and
�1 are related to the ankle and knee angles and the di-
mensions of the leg. Although the center of mass of the
leg is not located at the hip joint, this approximation
makes a good starting point for our purposes for reasons
to be addressed in the next section. The trunk angle to
vertical is given by �2, and ` is determined by the center
of mass of the body above the hip.

In describing the sit-to-stand, the movement can be
divided into only two phases: before and after lift-o�
(though other schemes are possible (Schenkman et al.
1990)). Before lift-o� forward momentum can be gener-
ated by throwing the trunk forward and perhaps utilizing
the arms. Whatever movement occurs only determines

the lift-o� momentum. After lift-o� the knees extend
and both �1 and �2 approach zero. The functional re-
lationship between these variables will be written in the
form of kinematic constraints to describe the movement
after lift-o�. Since in our coordinates \forward momen-
tum" will translate into angular momentum about �1 in
the sit-to-stand range, we will leave this variable free.
Three examples of the relation between constraint equa-
tions and whole body movements are given in Fig. 2. It
should be noted here that these examples where chosen
because the yield di�erent topologies in their respective
phase plots. More generally, the kinematic constraints
are represented by functions of �1,

r = fr(�1)

�2 = f2(�1): (4)

Note that each of these constraints takes out two degrees
of freedom in the Lagrangian since

_r = _�1f
0

r(�1)

_�2 = _�1f
0

2
(�1); (5)

where f 0(x) = d=dxf(x). In Fig. 2 natural units of body
mass and height are used such that the mass and height
of the individual are normalized to one; m1 + m2 = 1
and `+ fr(�1 = 0) = 1. In the following, the proportions
used in the calculations are: ` = 1=3 of the distance from
the oor to the center of the upper segment's center of
mass when �1 = 0, m1 = 1=4, and m2 = 3=4 (McCol-
lum and Leen 1989). The �rst movement sequence (Fig.
2A) is the strategy that most people use when rising
from a �rm chair of moderate height. The second is de-
signed to approximate a physical therapy technique use
to help people with neurological de�cits to stand up in-
dependently. The objective is to position the center of
mass at least over the ankles or somewhat forward so
that the subject is already statically stable at the onset
of the movement, and stable stance is then achieved by
extending the knees. The third example looks much like
the �rst, but we have added a small oscillation to the
trunk angle constraint. This is to simulate the typical
hip wobble observed in patients with cerebellar injury,
and though this wobble is hardly noticeable in the �g-
ure, we will later see that the e�ect on the dynamics can
be quite strong.

Now the relations in equations (4) and (5) can be

used to eliminate r, �2, _r, and _�2 and derive the con-
strained equations of motion. The Lagrangian now reads

L(�1; _�1) = (6)

1

2
F (�1) _�

2

1
�m2g(mfr (�1) cos(�1) + ` cos(f2(�1))); (7)

where

F (�1) = mm2(f
0

r(�1)
2 + fr(�1)

2) + `2f 0
2
(�1)

2

+2`f 0
2
(�1)(f

0

r(�1) sin('(�1)) + fr(�1) cos('(�1));

and we have de�ned the variables

m = (m1 +m2)=m2; and '(�1) = �1 � f2(�1): (8)

Now we may work towards the equations of motion
by �rst computing the conjugate momentum:



Dynamics of the sit-to-stand movement 5

Figure 2. Examples of constraint functions: In all of these examples: fr(�1) = 7=12+1=12tanh(4�1+2). (A) Momentummethod: f2(�1) =
1=4�1=4tanh(4�1+2). (B) Noes over toes: f2(�1) = 1=2�1:2 tanh(4�1+2). (C) Hip wobble: f2(�1) = 1=4�1=4tanh(4�1+2)+:1 sin(8�1).

p1 =
@L

@ _�1
= F (�1) _�1: (9)

The function F (�1) serves as an e�ective mass on a sim-
ple pendulum with the e�ective potential composed of
the last two terms of equation (3);

Ve� (�1) = m2g(mfr(�1) cos �1 + ` cos(f2(�1)): (10)

Taking the Legendre transformation,

H(�1; p1) = p1 _�1 � L(�1; _�1); (11)

one obtains the Hamiltonian:

H(�1; p1) =
p2
1

2F (�1)
+ Ve� (�1): (12)

It is now straightforward to derive Hamilton's equations
of motion;

_�1 =
@H

@p1
=

p1
F (�1)

_p1 = �
@H

@�1
= G(�1)p

2

1
� V 0

e� (�1); (13)

where

G(�1) =
F 0(�1)

2F (�1)2
: (14)

2.2 Stable stance

The above equations of motion can be used to describe
rising from a chair if the appropriate constraints are in-
serted, but they contain no mechanism for maintaining
stable stance. On the contrary, they have an unstable
�xed point, a saddle point at �1 = 0. By making al-
terations in these equations near the saddle point, we

may construct a means for achieving stable stance. The
simplest manipulation is to add an extra term to the po-
tential function which will generate a restoring force to
hold the inverted pendulum upright. To study standing
posture we will, for the remainder of this section, �x: r
= constant so that _r = 0 and f 0

r
(�1) = 0.

The unaltered potential is given in Fig. 3A along with
its derivative function which is the resultant force. The
associated phase diagram shown in Fig. 3B shows the
unstable saddle point. It is desirable to add a \dimple"
in the potential near the �1 = 0 to insure stable stance.
This can be accomplished by adding a simple Gaussian
term of the form

Vs(�1) = �ae�b�
2

cm ; 0 < a < 1; 0 < b (15)

such that a suitable choice of parameters a and b we
arrive at the potential depicted in Fig. 3C. It should
be stressed here that the exact functional form of the
potential is unimportant here as long as there is a stable
point near �1 = 0. De�ne �cm = �cm(r; �1; �2) to be the
angle from the pivot point on the oor to the center of
mass of the double pendulum which must be near zero
for unsupported stance. This perturbs the system in a
way which preserves the Hamiltonian form so that it is
still a conservative system. Note that in the phase plane
diagram (Fig. 3D) there is now a center at the origin and
oscillatory motion about this point in the neighborhood
of the origin. The choice of the stabilizingmechanismwill
be made explicit by the form of the constraint function
f2(�1) which constrains the hip angle to the ankle angle;
for example, it could represent a hip or an ankle synergy
(Nashner and McCollum 1985). The simplest form is a
linear relation such as

�2 = f2(�1) = ��1 (16)
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Figure 3. Potential functions and the corresponding phase portraits. (A) The solid line is the potential function and the dotted line
shows the force induced by this potential. (B) In the phase plot corresponding to (A), ( _�1; _p1) follow the arrows and at the origin the
potential levels o� so that we have a �xed point. Since the forces on either side of this �xed point push away from it, the trajectories split
and we have a saddle point. (C) And extra term is added giving the potential a dimple at �1 = 0. (D) In this phase plot corresponding
to (C), there are now three �xed points, and the one at the origin has restoring forces on either side so that there are oscillations.

so that the a rotation about the ankle, with the hip mov-
ing in the same direction is given by � > 0 and counter-
rotating hip and ankle angles by � < 0. The net result
for either of the strategies is to give a net torque to the
ankle joint which arises from the Vs(�1) term.

The perturbation which leads from Fig. 3B to 3D is
an example of a perturbation which changes the topo-
logical form of the phase diagram by the deformation
from Fig. 3B to 3D. At present su�ce it to say that by
topology we mean the connectivity of the phase ows.
The phase plane is naturally separated into several re-
gions in the area of interest to the problem at hand
(��=3 < �1 < �=3). Fig. 3B is divided into four regions
by the separatrix centered at the single saddle point at
�1 = 0, but the perturbation V 0

s (�1) splits the saddle
point into two saddle points, connected by paths which
circle a �fth region about the origin. In the unperturbed
case, trajectories with small positive momenta at �1 = 0
have forward ows which diverge away from their back-
wards ows. After the perturbation, such trajectories
soon return upon themselves. In the next section we will
identify di�erent topologies of phase portraits in order
to classify the di�erent strategies of rising from a seated
position.

3 Topological dynamics

The importance of including the many individual varia-
tions in a description of large movements was discussed
in the introduction. For instance, the masses of the body
segments are explicit in the equations of motion above.
Although the natural units are chosen such that the to-
tal mass is unity for each individual, the proportions
between the masses of the segments will vary and a�ect
the form of the phase plot. Other e�ects will arise from
varying proportions of lengths of the segments and vari-
ations in the constraints which describe each individual
movement pattern. As stated in the last section, the in-
ertial ellipsoid of the lower limb has been approximated
by setting the mass at the joint. The true position of the
center of mass of the leg is another variation that we wish
to include into our methods. Having chosen a phase dia-
gram approach, the inclusion of individual variations is
deeply entwined with the concept of structural stability:
A phase portrait is structurally stable if the topological
form does not change under small perturbations, such as
variations in the exact position of the center of mass of
each segment. We will now investigate the possibilities
for structural stability which are available given a wide
class of two-dimensional phase diagrams.
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Figure 4. Elementary Fixed points: (A) Sink, (B) Source, (C)
Saddle point, (D) Attractor node, (E) Repellor node.

3.1 Exercises in constrained variability

It is importantmake clear the distinction between struc-
tural stability and the kind of stability associated with
a limit set, i.e. a region on a phase portrait where no
trajectory ows out from the region's boundary. This
latter case can be called neutral or Liapounov stability,
depending upon whether the trajectories return upon
themselves or terminate at a �xed point. The kinds of
two-dimensional limit sets that exist are summed up by
the Poincar�e-Bendixon theorem (Abraham and Marsden
1985):

Theorem 1 (Poincar�e-Bendixon). For vector �elds
on compact, orientable, two-dimensional manifolds, limit
sets must be either limit cycles, limit points, or limit tori.

Wewill not encounter limit tori in the followingand refer
the reader to (Abraham and Marsden 1985) for further
information.

Examples of limit cycles and limit points can be ob-
tained from the following equations:

_�1 = p1

_p1 = ��1 + �p1 + �p3
1
; (17)

where � = �1, �, and � are real numbers. The form
of these equations has been chosen so that they contain
much of the behavior that we are investigating. The �xed
points are found where _�1 = _p1 = 0: the point where all
motion stops. If we let � = �1 and � = 0, then the phase
plot of equation (17) will have at the origin a sink, source,
or center depending upon whether � > 0, � < 0, or � = 0.
The center was encountered at the origin of Fig. 3D,
and the sink and source are shown in Fig. 4. The reason
that the center is not included in Fig. 4 is that it is not
structurally stable under certain non-Hamiltonian per-
turbations, because the center stands at the bifurcation
point of the topological change in the phase plot where
the �xed point goes from a sink to a source, or vice-versa.
On the other hand, if we choose � 6= 0, so that � has the

Figure 5. Limit cycles generated by equation (17). (A) � > 0,
� < 0; (B) � < 0, � > 0.

opposite sign of �, we have the possibility that the sys-
tem will be driven in some regions of the phase plane
while damped in others. This situation would yield the
limit cycles shown in Fig. 5. Finally, if � and � are non-
zero and of the same sign, then we recover the source or
sink of Fig. 4.

Another possibility for equation (17) is to allow � =
+1. In this case we �nd a saddle point at the origin which
we have seen before in Fig. 3B. Saddle points are exam-
ples of unstable �xed points. The �xed points portrayed
in Fig. 4 constitute the full set of elementary �xed points
in two dimensions. All of the elementary �xed points are
structurally stable under perturbations, but only the two
sinks yield stable attractor sets.

In order to list structurally stable phase diagrams as-
sociated with any large movements we have yet to state
the global rules for structurally stable connections be-
tween the �xed points. In two dimensions these rules
are easily provided by Peixoto's Theorem (Peixoto 1961)
which states:

Theorem 2 (Peixoto). A smooth vector �eld on a two-
dimensional compact manifold is structurally stable if
and only if;
1. The limit sets consist only of �xed points and periodic
orbits (limit cycles).
2. The number of �xed points and closed orbits is �nite
and each is elementary.
3. There are no connections between saddle points.
Furthermore, if the manifold is orientable, structurally
stable ows are generic in the space of all two-dimensional
ows.

By knowing the relationship between the equations of
motion and the corresponding phase ows, this theorem
can be a very powerful tool in constructing structurally
stable descriptions of dynamics. Not only do these three
above conditions insure structurally stable ows, but the
theorem tells us that such ows are typical. This means
that in the space of all phase ows, those which are struc-
turally stable form a dense set. Thus, in the sit-to-stand
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Figure 6. Compacti�cation the the cylinder for the application of the Poincar�e-Bendixon theorem. The cylinder is truncated and
coordinate patches are fused to the ends in a smooth manner so that the vector �eld may be extended over the entire surface.

example, for an individual's given size and mass distri-
bution, there is a vanishing probability that the choice
of constraints on any given trial will yield a phase ow
which is not structurally stable.

There is an obvious problem with the application of
Peixoto's theorem as stated above to the sit-to-stand
movement. The theorem is proven for a vector �eld on a
compact manifold, whereas the manifold de�ned by the
variables �1 and p1 is a cylinder which is unbounded in
the �p1 directions. Of course, we are only interested in
a region of relatively small momenta and with �1 limited
to the range; ��=3 < �1 < �=3. However, the theorem
does not directly apply to such a bounded region: we will
have vector ows tangent to the boundary for which a
small perturbation can be found to change the ow so
that it passes outward through the boundary and back
(see e.g. (Arrowsmith and Place 1990)), thus changing
the topology at the boundary. Although we may choose a
region such that these boundary e�ects are unimportant
to our problem, in order to keep a well de�ned concept
of structural stability, it is more convenient to map the
base manifold to a compact surface. This can be accom-
plished by truncating the cylinder su�ciently far from
the �1-axis and de�ning coordinate patches as end caps
which smoothly close the p1-coordinate as in Fig. 6. The
base manifold will then have the topology of a sphere
which is a compact, orientable manifold so the theorem
applies.

3.2 Applications to sit-to-stand

The equations of motion that we derived using Hamil-
tonian methods serve as a framework to which physi-
cally motivated perturbations may be applied to yield
structurally stable phase diagrams. The \skeleton" of
the phase portrait is the number and approximate lo-
cation of the �xed points on the compacti�ed cylinder
of Fig. 6. Without linear perturbations, the equations of
motion (13), in combination with the additional poten-
tial term of equation (15) yield a center at �1 = 0 and
�1 = �, and two saddle points on either side of �1 = 0
as depicted in Fig. 3D. The compacti�cation procedure
will also yield a center at each of the poles. We now alter
this basic structure by perturbing the equations of mo-
tion with approximate terms to achieve a structurally
stable phase ow. Figure 3D is clearly not structurally
stable because there are trajectories that connect the
saddle points, and the �xed point at the origin is not
elementary. This can be made into a structurally stable
system by adding a linear term as was done in equa-
tion (17). Since we are investigating a situation which
involves stable stance, a sink at �1 = 0 is appropriate as
in Fig. 7. This is justi�ed by assuming that energy can
be taken out of the system such as by an ankle torque
or a shear force with the oor from a hip synergy. The
damping may be restricted to the region about the ori-
gin by giving the extra term the form, �cp1 exp(�d�21),
with a suitable choice of c; d > 0. A similar damping
term may be added in the neighborhood of �1 = � and
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Figure 7. Perturbations of the system given in eq.(17) by a term, �p1, in the second equation, and with � = 0. (A) � = 0, (B) � < 0, (C)
� > 0. Note that (B) and (C) are structurally stable, but only (B) has a stable attractor set.

Figure 8. Perturbations of the system given in eq.(18). (A) � = 0 and g(�1) = 1, (B) � < 0, or g(�1) is larger for negative �1 than
positive, (C) � > 0, or g(�1) is larger for positive �1 than negative. Note that none of these phase portraits are structurally stable.

at the poles of the compact cylinder so that these cen-
ters are converted to elementary �xed points. Since the
region of physical interest to the sit-to-stand movement
is far from these �xed points, it is unimportant which el-
ementary �xed point is chosen, as long as it insures the
overall structural stability as given by Peixoto's theorem.
The diagram can be \eshed-out" by including the tra-
jectories from the saddle points such that there are no
saddle connections. This procedure yields a discrete set
of phase portraits on the compact cylinder, which by
Peixoto's theorem are the generic ows that follow from
perturbations of Hamilton's equations, in eq.(13). It can
now be understood how

the requirement of structural stability automatically
includes many variations. By stating that there is a
postural adjustment strategy to maintain stable stance
means that any variation in the size or mass of the in-
dividual, or strength of the postural adjustment will not
remove the stable region about the origin. One must con-
sider that when taking this approach we lose any exact
detail of individual trajectories, but we are seeking gen-
eral principles which can be drawn from the overall ge-
ometry of the phase diagrams.

Before listing the possible phase portraits, it is useful
to address the issue of what e�ect the individual con-
straints will have. The constraints enter the equations of
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motion (13) through the two functions F (�1) and G(�1)
and the potential function. In order to demonstrate how
they a�ect the relevant region of the phase diagrams, we
may without loss of generality investigate the following
system of equations:

_�1 = g(�1)p1

_p1 = a�3
1
� b�1 + �p2

1
; (18)

For a suitable choice of a and b, and setting g(�1) = 1
and � = 0, the phase portrait for this system of equa-
tions is topologically equivalent to Fig. 3D in the region
shown, therefore they correspond to the same topological
structure as our equations derived from the Hamiltonian,
eq.(13). If we allow g(�1) to vary,we �nd that trajectories
speed-up in the �1 direction as g(�1) becomes greater.
This means that if the value of g(�1) is greater for �1 near
the right saddle point than for the left, then the trajec-
tory originating from the left saddle point will overshoot
the other saddle point. Thus, we �nd the bifurcation be-
havior as shown in Fig. 8 for g(�1 < 0) < g(�1 > 0),
and the other bifurcation occurs when this asymmetry
is reversed.

In order to understand the e�ect of the �p2
1
term we

consider the slope of the trajectory at �1 = 0. By inspec-
tion, if � > 0, then the slope for p1 > 0 is positive so
that, as before, the trajectory leading from the left sad-
dle point will overshoot the right. Likewise, for � < 0,
the slope will be negative over the origin and the trajec-
tory reconnects with the left saddle point. Referring to
equation (13), we see that the e�ect of the constraints
through the functions F (�1) and G(�1) can be summed
up in this simple bifurcation diagram (Fig. 8). The only
other inuence of the constraints will be in their e�ect
on the form of the potential function.

Another important variable in our discussion is the
boundary of the region which contains the sit-to-stand
movement. Although we have constructed the phase
space on a compact cylinder, we are mostly interested
in forward movement, i.e. where p1 � 0. In addition,
the choice of lift-o� angle for �1 will be related to the
position of the feet relative to the rest of the body. Af-
ter determining the structurally stable phase ows on
the compact cylinder, one must then impose a boundary
onto the surface in order to select the relevant area for
the sit-to-stand movement. Upon determining the con-
straints for a movement, the lift-o� angle falls into a
range of values which are physically possible considering
requirements of chair design and body proportions.

In Fig. 9 we present the main result of this paper:
the phase diagrams which may arise from the above ge-
ometric considerations. Limit cycles have been excluded
for simplicity and because they would not aid much in
our understanding of the problem at hand. The posi-
tive ows follow from positive momenta at lift-o�. These
are all structurally stable phase diagrams which follow
from perturbations of Hamilton's equations of motion
given in equation (13). A distinction is made between
whether the left-most saddle point is at an angle which
is greater or less than the lift-o� angle because this pa-
rameter may change the number of distinct outcomes of

the phase ows. Now that we have a classi�cation of pos-
sible phase diagrams from the principles of topological
dynamics, we next investigate various movement strate-
gies to �nd which diagrammay be associated with which
set of constraints.

It is useful here to consider one of these phase plots
as an example in the context of the sit-to-stand move-
ment. If we allow the left hand boundary of Fig. 9B to
be the lift-o� angle, then the initial momentum at lift-
o� is represented by the height above the �1 axis. For
small momenta, the trajectories increase in �1, but then
reverse; representing the subject falling back into the
seat. As we increase the momentum, we will eventually
cross the trajectory terminating at the �rst saddle point.
Here begins a �nite region where all trajectories lead to
the sink at the origin so that the subject obtains stable
stance. The upper boundary of this attractor region is
marked by the trajectory terminating at the second sad-
dle point. At momenta above this trajectory, the subject
will fall forward to the oor, assuming that no e�ort is
made to correct for this overshot.

3.3 Examples of sit-to-stand movements

We are now in the position to examine in detail the three
examples of sit-to-stand strategies in Fig. 2, and match
them to their corresponding phase plane topologies in
Fig. 9. These examples were chosen not only because
they are of clinical interest, but also because they ex-
pose the three factors involved in determining the phase
topology from the constraint equations. Recalling Hamil-
ton's equations (13) for the constrained double pendu-
lum, we see that the constraints enter in three terms: as
a factor 1=F (�1) in the �rst equation, as the factor G(�1)
in the second equation, and in the potential term. In the
previous subsection we investigated the e�ect of the �rst
two of these on the topology of the phase portrait, but
now we must consider that G(�1) is related to 1=F (�1)
by minus the derivative with respect to �1. This is im-
portant when considering the combined e�ects of these
terms: When the value of 1=F (�1) is greater for nega-
tive �1 than positive �1, the trajectories tend to close
on the right, but this may also imply that the slope of
1=F (�1) is negative near the origin so that G(�1) takes
on a positive value which tends to close the trajectories
on the left. We can see how this competition of factors
is resolved in our �rst example.

Corresponding to the momentum method shown in
Fig. 2A, we graph the form of 1=F (�1) and G(�1) in Fig.
10A. Clearly 1=F (�1) is signi�cantly greater to the left
of and far enough from the origin so that the inuence
would be to yield the topology of Fig. 9A or 9B. Had
this function been symmetric about �1 = 0, then the in-
uence of G(�1) would be to cancel the e�ect of 1=F (�1),
but due to the asymmetry, G(�1) is small enough near
the origin that it is 1=F (�1) that dominates. Finally, it
must be noted that for the f2(�1) constraint, the move-
ment of the upper torso does not a�ect the potential
enough to alter the topology.
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Figure 9. The 6 structurally stable phase diagrams following from perturbations of equation (13), excluding limit cycles. Lift-o�momenta
lie along the left boundary, and solid trajectories terminate at saddle points.

In the second example (Fig. 2B), the dominating ef-
fect comes from the potential function. Although the
functions shown in Fig. 10B are quite similar to 10A,
the extreme forward bow of the trunk moves the cen-
ter of mass over the pivot point on the oor throughout
the duration of the movement. This is in the realm of
topologies given in the right column of Fig. 9. We may
eliminate 9F since the form of F (�1) is so similar to the
�rst example.

It is in the third example that the power of this ap-
proach becomes evident. This is shown in Fig. 2C where
we have added to the �rst example a small hip wobble.
Although the di�erence between these two examples is
not obvious from viewing the stick �gures, the corre-
sponding graph in Fig. 10C makes the di�erence all too
clear. Indeed, it is di�cult to see which of the two func-
tions will dominate, but note that the right-left asymme-
try of 1=F (�1) is washed out by the wobble, and G(�1)
gives enough inuence to yield the topology depicted in
Fig. 9C. If this represented a patient with a brain injury,
one can now see by the dynamics how such a hip wob-
ble would hinder attempts to rise from a seated position.
Using a method such as this may help to identify move-

ment dysfunction from subtle abnormalities such as the
hip wobble in this example.

4 Discussion

In this work we have developed a description of large
body movement, in particular, the sit-to-stand move-
ment, which makes the nonlinear nature of the move-
ment explicit and allows for individual variations. To
summarize, we have described movement in terms of
the following sequence: Reexes and learned habits rele-
vant to a given task determine the kinematic constraints
which in turn determine the geometry of the associated
phase portrait. Finally, movements and actions arise out
of this geometry as the �nal parameters are chosen, such
as the forward momentum at lift-o� in the sit-to-stand
examples given above. We emphasize that this sequence
should not be considered as some preset motor program,
but an ongoing sensorimotor integration in which the
entire sensorimotor system is active in determining the
constraints and what choices to make in the resultant
geometry. One may ponder whether the central nervous
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Figure 10. Relavant functions for the three examples of sit-to-stand strategies shown in �gure 2. Solid line; G(�1), and dashed line;
1=F (�1). Note that here (A) and (C) are easily distinguished.

system uses a method of constraint functions in order to
coordinate movements and navigate in the environment.
By maintaining certain distance and angle relations, an
organism could greatly reduce the number of degrees of
freedom in motor behavior. It is hoped that such a formu-
lation of the problems of motor control will prove useful
in experimental design to help determine more speci�c
details of the sensorimotor system, such as testing the
limitations of the motor control proposals given in the
introduction.

With the generality of our approach we have, of
course, sacri�ced the details of the movement. Since we
concentrate on the global topology of the whole rele-
vant phase plane, we lose the predictability of following
a speci�c trajectory of a particular model given a set of
initial conditions. We argue that there is a need to ob-
tain an overall, global viewpoint to help us understand
movement, yet there are applications where speci�c de-
scriptions of forces and trajectories become necessary.
The design of prosthetics, for instance, would require a
more detailed description of movement than our �nal
result given here, as would applications in the �eld of
robotics. Detailed modeling can be helpful even in the-
oretical approaches to human movement, such as when
testing certain optimization assumptions. However, these
phase portraits should prove useful for some applications
just as they are. For example, a physical therapist might
recognize which phase portrait applies to a particular pa-
tient, or would be a desired goal for therapy. A physical
therapist could also distinguish movements described by
the di�erent regions of each phase portrait.

It should prove interesting to explore the possibil-
ity of generalizations on the kinematic constraints pre-
sented above. Although the constraints were chosen to
give us autonomous equations of motion (independent
of time), one might �nd a need to include time delays
in the constraint functions. Such constraints would more
accurately describe the distal to proximal sequence of
joint actions seen in postural adjustment studies than
the simple \equal-time" constraints given in section 2.2.
Here we have not been concerned with the details of
the postural adjustment strategy, as long as one exists;
however, in other movement strategies, such temporal
sequencing might display some interesting nonlinearities
that would otherwise be missed. One might also �nd it

more useful to describe a movement by constraining the
momentum components as opposed to the purely kine-
matic constraints given here. With such constraints one
must be careful to insure that the dynamical constraints
are consistent, and in such a case the methods developed
by Dirac are most applicable (Dirac 1950).

In spite of these limitations, we feel that this ap-
proach can shed light on not only the sensorimotor sys-
tem in general, but on certain therapeutic applications as
well. By making nonlinear e�ects in movement explicit,
we are given hints as to what to look for in movement
disorders, and what steps may be taken in order to im-
prove the patient's quality of life. As stated earlier, the
third example in Section 3.3 has much in common with
the kinematic results following damage to the cerebel-
lum. By �rst determining what problems may exist for
the successful completion of a task by looking at the
topological dynamics, we can then ask ourselves what
kinematic constraints would contribute to the problems.
Then we need only �nd a means of correcting the kine-
matics constraints through physical therapy or perhaps
mechanical support in order to aid in the improvement
of motor skills. In the example given here, an improved
ability to rise from a chair can add greatly to a patient's
self-su�ciency and independence.
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