SPATIAL ORGANIZATION OF RECEPTIVE FIELDS IN THE AUDITORY MIDBRAIN OF AWAKE MOUSE
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Abstract—Efficient encoding of sensory information can be implemented by heterogeneous response properties of neurons within sensory pathways. In the auditory system, neurons in the main auditory midbrain nucleus, the inferior colliculus (IC), show heterogeneous response properties to various types of acoustic stimuli including behaviorally relevant sounds. The receptive fields of these neurons, and their spatial organization, may reveal mechanisms that underlie response heterogeneity in the IC. The mouse is becoming an increasingly popular system for auditory studies and although some studies have examined spectral characteristics in the IC, most of these have been conducted in anesthetized animals. There were two goals of this study. The first goal was to examine the frequency representation of awake mouse IC in fine spatial resolution. The second goal was to determine whether there is a spatial organization of excitatory frequency tuning curves in the IC of awake mice. We achieved these goals by histologically reconstructing locations of single and multunit recordings throughout the IC in a mouse strain with normal hearing (CBA/CaJ). We found that the tonotopic progression is discontinuous in mouse IC, and we found that there is no clear spatial organization of frequency tuning curve types. Rather, there is heterogeneity of receptive fields in the bulk of the IC such that frequency tuning characteristics and hence the structure of excitatory and inhibitory inputs does not depend on location in the IC. This heterogeneity likely provides a mechanism for efficient encoding of auditory stimuli throughout the extent of the mouse IC. © 2011 IBRO. Published by Elsevier Ltd. All rights reserved.
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Sensory systems can maximize efficiency of signal processing by using as little neural activity as possible to faithfully represent natural sensory stimuli (Barlow, 2001). One strategy that cortical neurons utilize for maximizing efficient encoding is heterogeneity of receptive fields (Olshausen and Field, 1996; Lewicki, 2002). This heterogeneity can increase selectivity to specific features of a complex sensory stream and support accurate discrimination of specific sensory patterns (Chelaru and Dragoi, 2008).

Evidence of heterogeneous neural response properties has been documented in various cortical structures (Hubel and Wiesel, 1962; Ringach et al., 2002; Haupt et al., 2004), and we recently showed that heterogeneous encoding of behaviorally relevant vocalizations in the auditory midbrain of mouse is important for optimal information throughput (Holmstrom et al., 2010). In particular, information transfer in the inferior colliculus (IC) was higher than that predicted for lower brainstem nuclei, suggesting that efficient encoding strategies for complex sounds emerge in the auditory midbrain rather than the auditory cortex (Holmstrom et al., 2010).

It is not surprising that the IC displays heterogeneity in its response properties. The IC is the major processing center in the auditory midbrain (Irvine, 1992), as it receives massive ascending projections from all auditory brainstem nuclei (Adams, 1979; Brunso-Bechtold et al., 1981; Frisina et al., 1998) and descending projections from the auditory thalamus and cortex (Saldaña et al., 1998; Winer et al., 1998). Ascending inputs give rise to a topographic representation of sound frequency (tonotopy) in the IC that is first created in the cochlea (Merzenich and Reid, 1974; Malmierca et al., 2008). The tonotopic organization in the IC progresses from low to high frequency and has been described both as a continuous progression of frequencies (Clopton and Winfield, 1973; Merzenich and Reid, 1974) and as a stepwise progression of frequencies (Schreiner and Langner, 1998; Malmierca et al., 2008). The step-wise progression of frequencies has been related to the organization of fibrodendritic laminae within the central nucleus of the IC (Malmierca et al., 2008). Each lamina is comprised of flat, disk-shaped neurons with dendrite fields that run the length of the lamina (Oliver, 1984; Malmierca et al., 2008). Within a lamina, neurons respond to the same frequencies (í.e. isofrequency lamina) (Merzenich and Reid, 1974; Schreiner and Langner, 1998; Malmierca et al., 2008). However, the inputs to one lamina do not necessarily come from the same brainstem nuclei (Oliver, 1987), and they can be glutamatergic, GABAergic, or glycinergic (Willard and Ryugo, 1983; Saint Marie and Baker, 1990; Saint Marie, 1996; Cant, 2005; Schofield, 2005). Consequently, within an isofrequency lamina (and across isofrequency laminae), neural response properties can be diverse (Merzenich and Reid, 1974; Langner and Schreiner, 1988).

One way to determine the role of inputs in creating heterogeneity of neural response properties is to examine the excitatory and inhibitory inputs to individual neu-
rons in different regions of the IC. One way of examining the excitatory and inhibitory inputs to individual neurons in the auditory system is to characterize frequency tuning curves (Egorova et al., 2001; Ehret et al., 2003). Previous work in the mouse IC by Ehret and colleagues (Egorova et al., 2001; Ehret et al., 2003) used the shape of frequency tuning curves to determine the structure of excitation and inhibition in different classes of neurons. Class I neurons have tuning curves similar to auditory nerve fibers and are thought to reflect direct excitatory input from the cochlear nucleus (Ehret et al., 2003). They have shallow slopes on their low frequency side and steep slopes on their high frequency side. Class II neurons have strong inhibitory sidebands resulting in narrow excitatory bandwidth and steep slopes on both the low and high frequency sides. Class III neurons are broadly tuned with little inhibition, and class IV neurons have multiple excitatory regions often with surrounding inhibitory regions.

Although the shapes of frequency tuning curves have been well documented in anesthetized mouse IC (Egorova et al., 2001; Ehret et al., 2003; Egorova and Ehret, 2008; Hage and Ehret, 2003), the organization of different types of tuning curves, and thus the organization of potentially different inputs, is less clear. There is some evidence in anesthetized mouse that class II neurons are located in the center of an isofrequency band indicating strong inhibitory inputs in this region, and neurons with less inhibition are found more peripherally (Hage and Ehret, 2003). However, there is no anatomical evidence to support this differentiation of inhibitory inputs (Loftus et al., 2010). Moreover, an in depth, three-dimensional reconstruction of frequency tuning curves throughout the extent of the IC has not yet been done in the awake mouse. Because anesthetics can influence response properties in the auditory system (Joris, 1998; Anderson and Young, 2004; Populin, 2005), it is important to understand spectral characteristics in an awake animal.

There were two goals of this study. The first goal was to examine whether the tonotopic organization of IC in awake mouse follows a discontinuous progression of frequency as has recently been documented in anesthetized rat (Malmierca et al., 2008). The second goal was to determine whether there is a spatial organization of frequency tuning curves in the IC of awake mice. We achieved these goals by histologically reconstructing locations of single and multunit recordings throughout the IC. We found that the tonotopic progression is discontinuous in mouse IC, and we found that there is no clear spatial organization of frequency tuning curve types throughout the awake mouse IC. Rather, there is heterogeneity of receptive fields in the bulk of the IC such that frequency tuning characteristics and hence the structure of excitatory and inhibitory inputs does not depend on location in the IC. This heterogeneity likely provides a mechanism for efficient encoding of auditory stimuli throughout the extent of the mouse IC.

**EXPERIMENTAL PROCEDURES**

**Animals**

Female CBA/CaJ mice (aged 2–11 months) were used in this study. 21 mice were used to obtain single unit recordings to examine spatial organization of frequency tuning curves, and 11 were used to obtain multiunit recordings, at high resolution depth intervals, to examine features of tonotopy in awake mouse IC. The CBA/CaJ strain exhibits normal hearing sensitivity well into its second year of life (Willott, 1986, 1991, 2005), and we found no differences in neural response properties across the age range used here. Animals were housed with same gender littersmates until the surgical procedure was performed. The mice were kept under a reversed 12 h light/dark schedule so that the experiments were performed during their awake period. Food and water were provided ad libitum. All animal care and experimental procedures were in accordance with the guidelines of the National Institutes of Health, and were approved by the Washington State University Institutional Animal Care and Use Committee.

**Surgical procedures**

The mouse was anesthetized with isoflurane inhalation and placed in a rodent stereotaxic frame with a mouse adapter. The head was stabilized and leveled using ear bars, taking care not to damage the eardrums. An incision was made in the scalp along the midline, and the skin reflected laterally. Using stereotaxic coordinates slightly modified from (Paxinos and Franklin, 2001) (from bregma, 3.6–5.5 mm; from midline, 0–2.2 mm), the location of the IC underneath the skull was marked with India Ink to guide the subsequent craniotomy. A hollow, metal rod (headpin) was cemented onto the skull using ultraviolet-cured dental cement. A tungsten ground electrode was then cemented into the right cerebrum cortex. A local anesthetic (lidocaine) and topical antibiotic (neosporin) were applied to the wound. The animal was returned to its home cage to recover from surgery for at least 1 day prior to starting electrophysiological recordings.

On the first day of electrophysiological recordings, the mouse was given a mild sedative (acepromazine, 5 mg/kg, i.p.) so it could be restrained in a Styrofoam “sandwich” molded to the animal’s body. The Styrofoam was suspended from a custom-designed stereotax, and the headpin bolted to a bar on the stereotax. The stereotax was located in a sound-attenuating chamber on an air table. A craniotomy was performed within the India Ink markings (usually 0.5 mm by 0.5 mm) to expose part of the left IC. To avoid dehydration of the brain, petroleum jelly was placed on the brain during and after electrode penetrations.

**Extracellular recording procedure**

Responses of single units and multunit clusters were obtained in this study. To obtain well-isolated single unit responses and enable us to reconstruct the locations of these responses in the IC, we used micropipettes filled with 10% dextran-conjugated rhodamine (fluoro-ruby) in 1 M NaCl (resistances of 20–30 MΩ). To obtain and reconstruct locations of multunit responses, we used the same micropipettes, but broke the tip of the electrode to decrease the resistance to 5–10 MΩ. These electrodes reliably recorded multunit clusters of 3–5 units.

Electrodes were advanced into the IC by a hydraulic micro-positioner (David Kopf Instruments, Tujunga, CA, USA) located outside the acoustic chamber. Extracellular action potentials were amplified (Dagan Corporation, Minneapolis, MN, USA), filtered (bandpass, 500–6000 Hz; Krohn–Hite, Brockton, MA, USA) and sent through a spike enhancer (Fredrick Haer, Bowdoin, ME, USA) before being digitized (Microstar Laboratories, Bellevue, WA, USA; 10,000 samples/s). Neural waveforms were displayed and archived using custom-written C++ software. The software displayed raster plots, peri-stimulus time histograms (PSTHs),
and statistics on-line. Spike discrimination, spike enhancement, and time-window analysis parameters could be altered offline to analyze stored raw waveforms. Neural data were further analyzed and displayed using custom written Matlab (The MathWorks, Inc., Natick, MA, USA) programs. Each recording session lasted 4–5 h, and one to three sessions were conducted on each animal. If an animal struggled or showed discomfort during experiments, it was removed for the day and recordings were resumed on a subsequent day.

**Acoustic stimulation**

Pure tone stimuli were synthesized using custom-written C++ computer algorithms. Tones were 100 ms duration, had 1 ms rise/fall times and were presented at a rate of 4/s. Stimuli were output through a high-speed, 16-bit digital-to-analog converter (Microstar Laboratories, Bellevue, WA, USA; 400,000 samples/s), fed to a programmable attenuator (Tucker Davis Technologies, Alachua, FL, USA; PAS), a power amplifier (Parasound), and to a leaf tweeter speaker (Emil) located 10 cm away from the mouse. The acoustic properties of the system were regularly tested using a ¼ inch calibrated microphone (Bruel and Kjaer, Denmark; model 4135) placed in the position normally occupied by the animal's ear. There was a smooth, gradual decrease in sound pressure from 6 kHz to 100 kHz of about 2.7 dB per 10 kHz. Distortion components in tonal stimuli were buried in the noise floor, at least 50 dB below the signal level, as measured by custom-designed software performing a fast Fourier transform (FFT) of the digitized microphone signal.

**Stimulus protocol**

Characteristic frequency (CF), threshold and excitatory frequency tuning curves were obtained from each single unit recording. Pure tones (100 ms duration) were used as search stimuli. Once a single unit was encountered and isolated, CF and minimal threshold (MT) were determined audiovisually and later confirmed with quantitative frequency tuning tests. The CF was defined as the frequency at which a unit spiked to at least 50% of the stimulus presentations at MT, and MT is the minimum threshold required to evoke a response to 50% of the stimuli at the CF.

To obtain excitatory frequency tuning curves, we presented pure tones (100 ms duration, 1 ms rise/fall time, 4/s, 200 ms recording window) across the majority of the mouse hearing range (6–100 kHz in 2 kHz steps) in 10–20 dB intensity steps from 10 dB above threshold to approximately 80–90 dB sound pressure level (SPL). Each frequency-intensity pair was presented 10–20 times. Twenty repetitions without a stimulus were used to calculate spontaneous rate.

To further examine the fine structure of tonotopy in the awake CBA/CaJ mouse IC, we recorded multunit responses in some electrode penetrations. The protocol was the same as with the single unit recordings except that data were obtained at set intervals during each electrode penetration. After the first high quality recording was obtained in a dorsal–ventral penetration (3–5 unit cluster with high signal–noise ratio), data were then collected at 100 μm intervals. This resolution allowed us to systematically map frequency response properties throughout the extent of an electrode penetration and confirm that any results from the single unit data were not due to recording bias and missing responses in any particular region of IC. Although we measured excitatory frequency tuning curves of multunit responses, we did not use these in the analysis of spatial organization. Similar to Malmierca et al. (2008), we used CF of multunits to examine tonotopic organization and frequency resolution.

**Histological reconstruction of recording sites**

To accurately determine the three-dimensional location of each neural recording site (single and multunit recordings) in IC, at the end of the electrode penetration we deposited the dextran-conjugated rhodamine contained in the micropipette. The iontophoretic deposits were made using positive current (+10 μA to destroy the tip of the electrode followed by +4 μA in pulse mode [7 s on/7 s off for 8 min]). Two deposits were made to reconstruct each electrode tract. After the deposits had been made, the mouse was deeply anesthetized with sodium pentobarbital (60 mg/kg, i.p.), and once nociceptive reflexes were eliminated, the chest cavity was opened and the animal perfused through the heart with buffered 10% formalin or 4% paraformaldehyde. The brain was dissected and blocked in a plane consistent with the mouse atlas (Paxinos and Franklin, 2001). The brain was refrigerated overnight in a 30% sucrose phosphate buffer solution for cryoprotection before sectioning. Each brain was sectioned in the coronal plane using a freezing microtome at 40–50 μm thickness. Sections were collected into cold 0.1 M phosphate buffer and mounted onto microscope slides from 0.05 M phosphate buffer. Alternate sections were collected for visualization of the dextran rhodamine deposit (cleared and cover slipped with DPX) or to delineate subdivisions of the IC based on Nissl substance (stained with Cresyl Violet Acetate and cover slipped with Permount).

**Data analysis**

**Neural response properties.** Spike counts and raw waveforms were stored in the computer during data collection. In single unit experiments, raw waveforms were examined offline to ensure only spikes from well isolated single units were used in the data analysis. In multiunit experiments, raw waveforms were examined to ensure signal to noise ratios were high enough for reliable spike detection. Data were exported from the data collection software and analyzed using programs written in Matlab (The MathWorks, Inc., Natick, MA, USA). Frequency tuning curves were generated from the pure tone tests using statistical comparisons between evoked responses and spontaneous activity (Holmstrom et al., 2007).

We categorized the excitory frequency tuning curves of single units using the classification scheme of Egorova and colleagues derived for anesthetized mouse IC (Egorova et al., 2001). Neurons were classified into class I, II, III, or IV based on the slopes of the high and low frequency sides of the excitatory tuning curve and complex response areas.

**Mapping three-dimensional location of neural responses.** The three-dimensional location of each single- and multunit response was obtained by reconstructing the electrode penetrations. For each electrode penetration, the brain section(s) containing the two tracer deposits were found and digitally recorded using a Leica DFC300 camera. Images were then transferred into, and analyzed using programs written in Matlab (The MathWorks, Inc., Natick, MA, USA). Frequency tuning curves were generated from the pure tone tests using statistical comparisons between evoked responses and spontaneous activity (Holmstrom et al., 2007).

To normalize locations of recording sites across multiple animals, the coordinates were normalized to a percentage by calculating the location as a fraction of the widest distance across the IC in the dorsal–ventral, medial–lateral, and caudal–rostral dimensions. The normalized location of each recording site was placed in a three-dimensional plot for visualization purposes and then
Fig. 1 shows three views of the three-dimensional scatter plot containing all the locations and CFs of the single and multiunit responses. Fig. 1A shows that CFs increased from dorsal-to-ventral and high frequencies are only represented in a very small medial–ventral region. Fig. 1B shows that the fullest range of CFs occurs in the middle caudal–rostral portion of IC and the most rostral and the most caudal regions contain only representation of low frequencies. Fig. 1C shows the highest CF within each electrode penetration. From all three of these scatter plots, it is apparent that there is a tonotopic organization along the dorsal–ventral axis and there are proportionally few recordings with CF >40 kHz. Indeed, several of the electrode penetrations did not have any recordings of CFs in the high-frequency range where many of the behaviorally relevant social vocalizations have most of their energy (Holy and Guo, 2005; Portfors, 2007; Wang et al., 2008). It is also apparent that the IC in mouse contains a disproportionately large low frequency region with CF <20 kHz. Not surprisingly, this frequency organization is similar to that observed in anesthetized mouse IC (Stiebler and Ehret, 1985).

To ensure that our recording sites were sampled from the entire volume of the IC of awake mouse, we took the three-dimensional plot and sliced it in the caudal–rostral plane in 5% increments. We then placed all neural recording locations onto appropriate sections of real CBA/CaJ mouse IC coronal sections stained with Cytochrome Oxidase. Fig. 2 shows the organization of CFs in a series of eight sections starting caudally and progressing rostrally. From these reconstructions, it is apparent that high frequencies are represented in the most ventral–medial region of the central nucleus of IC and often are outside the central nucleus in what Stiebler and Ehret (1985) refer to as the medial zone. In addition, only low frequencies were found in the most rostral regions of the IC.

**Discontinuous tonotopic organization in the mouse IC**

In order to reveal any fine structure in the CF distribution and determine whether the tonotopic organization is discontinuous as has been shown in anesthetized rat (Malmierca et al., 2008), we counted the number of neurons with the same CF in 2-kHz bins. The resulting histogram shown in Fig. 3A does not have a smooth rise and fall-off but has peaks at intervals where the frequency responses are
concentrated. These peaks in the frequency distribution may represent isofrequency bands as seen in the rat IC (Malmierca et al., 2008). Putative frequency bands have been marked in Fig. 3A in different colors identifying seven isofrequency folia. The peaks are more apparent in the multiunit data because the samples were taken at regular intervals in the dorsal–ventral axis. The seven putative isofrequency folia have been overlaid on a caudal-rostral

**Fig. 2.** Characteristic frequency of all single and multiunits superimposed onto coronal sections of CBA/CaJ mouse stained with Cytochrome Oxidase. The color represents the characteristic frequency, and the percentage of each section from the most caudal section of IC is marked in the upper right corner of each slide. Scale bar = 500 microns. For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.

**Fig. 3.** Discrete isofrequency laminae are found in the mouse IC. (A) Histogram of the characteristic frequency of all units (black trace), and separate histograms for single unit (red trace) and multiunit (blue trace) recordings. The peaks suggest isofrequency lamina and are consistent between single unit and multiunit recordings. Gray bands represent putative frequency ranges of isofrequency lamina. (B) Cytochrome oxidase-stained coronal section (36% from caudal) of CBA/CaJ mouse IC with superimposed color representing nearby recorded characteristic frequencies and putative isofrequency lamina. The color of the lamina corresponds to the center of the bands. Scale bar = 500 microns. (C) Characteristic frequencies of multiunit penetrations with markers for cell locations in distance from the surface. Top graph shows penetrations close to medial, center graph shows penetrations in the middle of IC, and bottom graph shows penetrations in the lateral part of IC. The progression of characteristic frequencies from the surface does not follow a smooth increase, as suggested by tonotopy, but is broken into plateaus and jumps. For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.
slice in Fig. 3B, revealing that the folia are not parallel in the low frequencies. In Fig. 3C we display the sequence of frequencies for the multiunit recordings, which shows a stair-step structure with plateaus as the recorded CF remains constant for up to 1000 μm of recording depth in the dorsal–ventral axis. In addition, the change in CF as a function of recording depth is not constant but appears to have sudden accelerations, or jumps in CF, in the range of 25–45 kHz.

While the frequency representation of mouse IC follows the expected tonotopy found in mammals (Merzenich and Reid, 1974; Semple and Aitkin, 1979; Schreiner and Langner, 1998; Stiebler and Ehret, 1985), previous single unit recordings in the ventral portion of awake CBA/CaJ mouse suggest there is also a nontonotopic input to this region (Portfors and Felix, 2005; Felix and Portfors, 2007). Many neurons in the ventral region have multiple excitatory tuning curves and have been classified as Class IV based on Egorova and colleagues (Egorova et al., 2001). These class IV units have characteristic frequency tuning curves in which the CF is at a high frequency (40–60 kHz), and a secondary excitatory region is located at a lower frequency; typically 10–20 kHz (Portfors and Felix, 2005). To characterize the fine resolution of how the frequency representation changes from single excitatory tuning to multiple excitatory tuning as electrode penetrations progress from dorsal to ventral, we recorded multiunit responses at 100 μm intervals.

Fig. 4 shows multiunit tuning curve shapes when arranged in sequence of penetration depth. Although recordings were done every 100 microns, we only show four recording sites in this figure for clarity of viewing. In extreme dorsal locations, the tuning curves were narrow with low CFs. As the recordings progressed more ventrally, the CF increased and the tuning curves became more diverse (both narrow and broad). At the more ventral locations, a separation developed between the CF portion of the tuning curve and the low-frequency tail, and the responses became multiply tuned. In localizing the multiunit responses histologically, we found that the mean location of all multiply tuned responses was significantly more ventral than the mean location of single excitatory tuning curves that were either narrow or broad (P<0.01). The mean location of all multiply tuned responses occurred at 59.0% (±22.7%) from dorsal-to-ventral. In contrast, the mean location of broadly tuned responses and sharply tuned responses occurred at 44.8% (±16.4%) and 36.9% (±16.5%) from dorsal-to-ventral, respectively. The finding that most responses in the ventral region are multiply tuned is similar to findings obtained with single unit recordings made previously in our laboratory (Portfors and Felix, 2005).

Spatial organization of frequency tuning curve shapes: heterogeneity of tuning curves throughout IC

Excitatory frequency tuning curves of 104 single units were classified according to Egorova et al. (2001) into four classes to quantify the shapes of the tuning curves. Fig. 5A shows example frequency tuning curves in each of the classes, and Fig. 5B shows the percentage of neurons in
each tuning class. Class I neurons had shallow slopes on their low frequency side and steep slopes on their high frequency side. Neurons in this class had tuning curves similar to auditory nerve fibers, and 17% of the neurons recorded here were class I. Class II neurons had steep slopes on both the low and high frequency sides. Some class II neurons also had closed or tilted tuning curves because of strong inhibitory input at particular intensities, and 30% of the neurons in our sample were classified as class II. Class III neurons had broad tuning with shallow slopes on both the low and high frequency sides, and 36% of the neurons in our sample were class III. Class IV neurons had multiple excitatory regions often with complete separation between the two regions of excitation, and 17% of neurons in our sample were class IV.

To examine if there is an organization of frequency tuning curve classes in the IC of awake mouse, we plotted the density of single units in each class in each plane of the IC (Fig. 6). Density plots were obtained by binning the cells of each type in 10% increments in each plane. The two-dimensional histograms for all single units are shown in Fig. 6A for the three planes. The mean location is marked for each tuning curve class (I–IV) along with the mean for the entire population (all). The standard deviation for each class is marked in the figure with error bars. Below the two-dimensional histograms are histograms of tuning curve classes along each axis (Fig. 6B). These histograms reveal more details for the distributions of tuning curve classes.

The only separation of the tuning curve classes was found in the dorsal–ventral axis. The mean of class II neurons was significantly more dorsal than the means of the other classes (P<0.05). Class II neurons were found in the dorsal 10–20% of IC, whereas almost no class I, III, or IV neurons were located there. The occurrence of class II neurons rose steadily within the dorsal 30% of IC and then declined. Single unit recordings were concentrated within the top 70% of IC, and within this dorsal–ventral range frequency tuning curve classes were heterogeneous. Except for the dorsal 10% of IC, the location of a neuron was not a good predictor of frequency tuning curve class.

As can be seen in Fig. 6A, B, there was no difference in distribution of tuning classes caudal–rostral or medial–lateral. Single units were recorded in the caudal 60% of the IC, and within this extent there was no spatial organization of frequency tuning curve classes. Single units were recorded within the 20–80% medial–lateral range of IC and again, there was no organization of tuning curve class. The distribution of the four classes was not significantly different in either the caudal–rostral (P>0.05) or medial–lateral dimensions (P>0.05).

**DISCUSSION**

In this study, we reconstructed the three-dimensional location of single and multiunit responses in the IC of awake CBA/CaJ mouse. We report here three main findings. First, frequencies used in social vocalizations are under-represented in the mouse IC; second, there is a discontinuous tonotopic organization in the mouse IC; and third, there is no apparent spatial organization of receptive fields within mouse IC. This final result illustrates that heterogeneity of spectral properties occurs throughout the IC of awake mouse. As heterogeneity of response properties in a pop-
ulation of neurons leads to efficient encoding of sensory information (Olshausen and Field, 1996; Lewicki, 2002), our results suggest that the IC is an important structure in the ascending auditory system for efficient encoding of acoustic stimuli.

Frequencies used by mice in communication are under-represented in the mouse IC

The tonotopic organization of the awake, normal-hearing mouse IC follows the typical mammalian scheme in that low frequencies are represented dorsal–laterally and high frequencies are represented ventral–medially (Merzenich and Reid, 1974; Semple and Aitkin, 1979; Schreiner and Langner, 1998; Stiebler and Ehret, 1985). The frequency representation however, does not match the spectral content of many signals that are behaviorally relevant to mice. Both male and female mice emit ultrasonic vocalizations (USVs) with spectral content between 45 and 100 kHz during social interactions (D’Amato and Moles, 2001; Holy and Guo, 2005; Portfors, 2007). Our mapping of 386 neural responses shows that there is very little representation of frequencies greater than 60 kHz in mouse IC. There is a small peak of neurons with CFs around 50 kHz that corresponds to an area of sensitivity in the mouse behavioral audiogram (Ehret, 1983), but frequencies above 45 kHz occupy a small percentage of the total volume of the IC (this study and Stiebler and Ehret, 1985). In contrast, CFs between 15 and 26 kHz are over-represented in mouse IC (this study, Stiebler and Ehret, 1985).

The frequency organization in mouse IC suggests that few neurons will respond to mouse USVs. However, we recently showed that many neurons with low frequency tuning curves do respond to USVs (Portfors et al., 2009; Holmstrom et al., 2010). These low frequency neurons seem to respond to USVs because combinations of ultrasonic frequencies contained in USVs generate distortion products in the cochlea that stimulate the low frequency neurons (Portfors et al., 2009). This mechanism provides the mouse with the ability to encode behaviorally relevant USVs within a large volume of IC, presumably resulting in better discrimination ability than if these signals were only encoded by the small volume of IC devoted to frequencies contained in USVs.

Discrete isofrequency lamina in the mouse IC

Similar to anesthetized rat IC (Malmierca et al., 2008), CFs do not smoothly change along the dorsal–ventral axis in mouse IC. Instead, there are discrete CF plateaus punctuated by jumps. Our results suggest a structure of seven isofrequency folia in mouse IC. In addition, the change in CF along the dorsal–ventral axis is not constant across all regions of IC. Medially, where the IC is thinner, CFs change rapidly whereas more laterally, where IC is thicker, CFs changed much more slowly and are dominated by low frequencies. These different rates of CF progression in different regions of IC are not due to the logarithmic tonotopy projected from the cochlea. Rather, there is a linear progression in the medial region and quite constant CFs more laterally. Only in the middle of IC does the progression of CF resemble a logarithmic tonotopy projected from the cochlea (Müller et al., 2005).

Heterogeneity of frequency tuning curve shapes throughout IC

One mechanism for creating heterogeneity in neural responses to sensory stimuli is to have diversity in the struc-
ture of excitatory and inhibitory inputs to different neurons. In the auditory system, frequency tuning curves can provide information about excitatory and inhibitory inputs. Previous work in the mouse IC by Egorova and colleagues (Egorova et al., 2001) used the shape of frequency tuning curves to determine the structure of excitation and inhibition in different classes of neurons. We utilized their well-documented tuning curve classification scheme to examine the spatial organization of excitatory and inhibitory inputs to IC neurons in the awake mouse.

The distribution of neuron classes found here was similar to previous studies from awake CBA mouse from our laboratory (Portfors and Felix, 2005; Portfors et al., 2009), but different from distributions obtained in anesthetized mice (Egorova et al., 2001; Ehret et al., 2003). We consistently find a higher proportion of class IV units. One reason for the discrepancy may be that the experimental paradigms are different. We present pure tone stimuli using a linear frequency scale across a wide range of the mouse hearing range (6–100 kHz) regardless of CF, whereas other studies focus the stimuli within 1–3 octaves of CF. It may be that our typical class IV neuron with a CF in the 50–60 kHz range and a secondary excitatory peak in the 15–20 kHz range would be missed with other experimental paradigms. Changes in neural responses between awake and anesthetized preparations may also explain the differences. Anesthetics are known to affect response properties in the auditory system (Populin, 2005), including receptive field characteristics (Joris, 1998; Anderson and Young, 2004). In mouse IC, anesthetics may depress neural activity in an unequal manner, such that some excitatory inputs are more suppressed (or inhibition enhanced) than others. Thus, in anesthetized animals, only the excitation corresponding to CF may be evoked.

Anesthetics may also be the cause of differences in spatial organization of frequency tuning curves found in our study and a previous study conducted in anesthetized mice (Ehret et al., 2003). Ehret and colleagues (2003) suggested that, at least within a single isofrequency band, class II neurons (sharp tuning) are located more centrally, whereas other studies focus the stimuli within 1–3 octaves of CF. It may be that our typical class IV neuron with a CF in the 50–60 kHz range and a secondary excitatory peak in the 15–20 kHz range would be missed with other experimental paradigms. Changes in neural responses between awake and anesthetized preparations may also explain the differences. Anesthetics are known to affect response properties in the auditory system (Populin, 2005), including receptive field characteristics (Joris, 1998; Anderson and Young, 2004). In mouse IC, anesthetics may depress neural activity in an unequal manner, such that some excitatory inputs are more suppressed (or inhibition enhanced) than others. Thus, in anesthetized animals, only the excitation corresponding to CF may be evoked.

Overall, we found that there was no distinct organization of frequency tuning curves in the IC of awake CBA/CaJ mice. This lack of organization suggests diversity in excitatory and inhibitory inputs throughout most of the IC. Our data also indicate that the location of a neuron in IC cannot be used to predict the shape of its frequency tuning curve or its excitatory and inhibitory inputs. Anatomical studies support this heterogeneity of inputs to most regions of IC. The IC receives the most diverse inputs of any auditory structure. It receives ascending input from the cochlear nucleus (Oliver, 1984, 1987), the olivary complex (Glendenning et al., 1992), and from the nuclei of the lateral lemniscus (Saint Marie et al., 1997). In addition, it receives descending input from cortical areas (Winer et al., 1998) and has rich commissural (Aitkin and Phillips, 1984) and intrinsic connections (Oliver et al., 1991). While there is evidence for specific brainstem nuclei synapsing in particular regions of IC to subdivide the IC into synaptic domains or functional zones (Aitkin and Schuck, 1985; Shneiderman and Henkel, 1987; Cant and Benson, 2006; Loftus et al., 2010), there is also evidence of heterogeneous and unpredictable patterns of input from brainstem nuclei to middle regions of IC (Loftus et al., 2010). Thus, it is apparent that neurons close together may still have unpredictable response profiles.

The means by which individual neurons in IC obtain their frequency tuning characteristics are diverse. An individual neuron may receive direct excitatory inputs from a single brainstem nucleus such that its excitatory tuning properties reflect those of auditory nerve fibers, it may receive convergent excitatory input from multiple brainstem nuclei and/or cortical structures, or it may receive both excitatory and inhibitory input from a variety of sources. Class I neurons have response properties similar to auditory nerve fibers suggesting that this class of IC neuron receives direct input from the cochlear nucleus (Ramachandran et al., 1999; Davis et al., 1999). Class I neurons are found throughout the IC suggesting that the cochlear nucleus, and in particular multipolar and stellate cells in the ventral cochlear nucleus, project over the whole IC (Kudo and Nakamura, 1988). Class III neurons have broad tuning with little evidence of inhibition and may reflect input from the ipsilateral medial superior olive (MSO) (Reetz and Ehret, 1999) or convergence of excitatory input from multiple brainstem nuclei. Because the ipsilateral MSO projects to the lateral IC, neurons in this region tend to be broadly tuned and also binaural responsive (Reetz and Ehret, 1999). However, because the mouse is high-frequency hearing animal, class III neurons may reflect input from the dorsal cochlear nucleus rather than the MSO (Spirou et al., 1993).

While class I and III neurons may inherit their response properties from different subdivisions of the cochlear nucleus, class II and IV neurons may receive convergent input from many brainstem nuclei, including those with inhibitory projections. Inhibitory input to shape class II units may come from the nuclei of the lateral lemniscus (Saint Marie and Baker, 1990), the superior olivary nuclei (Saint Marie et al., 1989; González-Hernández et al., 1996), and/or the superior paraolivary nucleus (Kulesza and Berrebi, 2000). Again, our results suggest that inhibitory projections occur across the whole of IC because class II neurons are found throughout the extent of the IC. However, it is also likely that GABAergic interneurons create some of the class II response properties in IC (Merchán et al., 2005).
Although the single unit recordings suggest little spatial structure for frequency response types, the multiunit responses and previously recorded single unit responses in very ventral regions of IC (Portfors and Felix, 2005) suggest that multiply tuned neurons are located in the ventral 40% of the mouse IC. These multiply tuned neurons have tuning characteristics that suggest that much of the IC receives low frequency inputs (<20 kHz). The tonotopy progresses from low to high frequencies along the dorsal–ventral axis such that the multiply tuned neurons have a high frequency CF in addition to a secondary excitatory tuning curve at lower frequencies (typically between 10 and 20 kHz). These tuning characteristics suggest that neurons in the ventral IC may receive convergent excitatory input from spectrally different brainstem regions (Portfors and Felix, 2005). Thus, while there is a tonotopic organization of ascending inputs to ventral IC, there may also be a nontonotopic input from a lower frequency region (Portfors and Felix, 2005). Evidence from the mustached bat also suggests the IC receives convergent tonotopic and nontonotopic inputs from different brainstem nuclei (Wenstrup et al., 1999). This convergence of different frequency inputs may lead to the same neurons in ventral IC (Wenstrup et al., 1999). This convergence of different frequency inputs may lead to the same neurons in ventral IC (Portfors and Felix, 2005).

The findings from this study demonstrate that the IC is a heterogeneous structure and lacks organization of receptive fields. The potential wide diversity of inputs to the IC results in the creation of heterogeneous receptive fields and likely results in efficient encoding of acoustic stimuli, including complex sounds.
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